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Artificial Intelligence for Social Good (AI4SG) has emerged as a growing body of research and practice
exploring the potential of AI technologies to tackle social issues. This area emphasizes interdisciplinary
partnerships with community organizations, such as non-profits and government agencies. However, amidst
excitement about new advances in AI and their potential impact, the needs, expectations, and aspirations of
these community organizations–and whether they are being met–are not well understood. Understanding
these factors is important to ensure that the considerable efforts by AI teams and community organizations
can actually achieve the positive social impact they strive for. Drawing on the Data Feminism framework, we
explored the perspectives of community organization members on their partnerships with AI teams through 16
semi-structured interviews. Our study highlights the pervasive influence of funding agendas and the optimism
surrounding AI’s potential. Despite the significant intellectual contributions and labor provided by community
organization members, their goals were frequently sidelined in favor of other stakeholders, including AI teams.
While many community organization members expected tangible project deployment, only two out of 14
projects we studied reached the deployment stage. However, community organization members sustained
their belief in the potential of the projects, still seeing diminished goals as valuable. To enhance the efficacy of
future collaborations, our participants shared their aspirations for success, calling for co-leadership starting
from the early stages of projects. We propose data co-liberation as a grounding principle for approaching
AI4SG moving forward, positing that community organizations’ co-leadership is essential for fostering more
effective, sustainable, and ethical development of AI.
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1 INTRODUCTION
Artificial Intelligence for Social Good (AI4SG) has emerged as a growing body of research and
practice that explores the potential of AI technologies for tackling complex social issues such
as climate change, humanitarian aid, and public health concerns [6, 26, 69, 89, 100, 111]. Often,
AI4SG initiatives rely on interdisciplinary partnerships with community organizations, such as
non-profits and government services, who are domain experts on the social issues AI is being
applied to [12, 89, 100, 107]. Through academic publications, both industry-based and academic
technology teams demonstrate (implicitly or explicitly) the tangible benefits they receive from such
partnerships: well-motivated problems that translate into novel computational challenges, access
to data, and the ability to claim potential real-world impact (e.g., [100]). Ultimately though, the
stated goals of these partnerships and the research produced through them are typically to support
community organizations and the positive change they enable in the world. Understanding the
full impact of these partnerships, thus, requires answering the following questions: What are the
motivations, needs, and aspirations of collaborators within community organizations, and are they
being met? Pursuing these questions is necessary to ensure that the efforts of both technology
teams and community organizations actually achieve the social good outcomes they strive for.
Computer-Supported Cooperative Work (CSCW), Human-Computer Interaction (HCI), and In-

formation and Communication Technologies and Development (ICTD) researchers have studied
meaningful engagement with community organizations in technology design and implementation,
and there has been an increasing focus on equitable relations in the production of AI and data-
driven technologies specifically. Prior work has described the power asymmetries in collaborations
around the development and implementation of AI technologies [27, 35, 41, 55, 74]. These power
asymmetries result in deskilling of field workers and domain experts by AI developers [97], AI
occupying an unquestionable “authority” status among users [58, 84], erosion of mission-driven
organizations’ autonomy [16], and other negative impacts on stakeholders. We hone in on com-
munity organizations, who are often key mediators between technologists, field workers, and end
beneficiaries, while also being especially vulnerable to power asymmetries due to their dependency
on philanthropic grants and external technical expertise [16, 40, 102]. While community organiza-
tions’ internal data practices have been explored in depth (e.g., [16, 28, 31]), Susha et al. [105] note
the need to understand the new external collaborations arising around data-driven technologies for
social good. In this paper, we seek to shed light on these collaborations, with the goal of centering
community organizations in what equitable production of AI and data-driven technologies could
look like.

We anchor our work in D’Ignazio and Klein’s Data Feminism framework [35] to examine power
asymmetries in AI4SG partnerships and foreground the perspectives of collaborators in community
organizations. The Data Feminism lens inspired us to ask who contributes to AI4SG projects,
what forms of knowledge are privileged, and whose goals are prioritized. Specifically, we ask the
following research questions:

• RQ1:What are the goals and motivations of community organizations and their members
when participating in AI4SG projects? What factors influence their participation?

• RQ2: How do community organization members contribute to AI4SG partnerships?
• RQ3: How do the outcomes and success metrics of AI4SG projects reflect (or not) community
organizations’ and other stakeholders’ goals?

We addressed these questions by conducting 16 semi-structured interviews with individuals who
currently work or have worked in community organizations on 14 AI4SG projects (either com-
pleted or ongoing). The community organizations are non-profits, international organizations, and
government services. The AI4SG project domains span across humanitarian aid, agriculture, health,
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misinformation, and more. The community organizations partnered with academic institutions,
fellowship programs, and private corporations, whom we call “technology teams” in this paper.
Our analysis revealed a pervasive influence of funders’ agendas and belief in the promise

of AI on collaborations, impacting the motivations, expectations, and priorities of community
organizations and their members. Despite the significant intellectual contributions and labor from
community organization members, their goals were frequently sidelined in favor of funders’ and
technology teams’ priorities. While many expected a tangible product or deployment from the
partnerships, only two out of 14 projects we studied reached the deployment stage. However,
when projects fell short of expectations, community organization members sustained their belief in
the potential of the projects, still seeing diminished goals as valuable. To enhance the efficacy of
future collaborations, our participants shared aspirations for future collaborations: 1) adopting a
relationship-first approach by involving community organizations in the early ideation stage, 2)
allowing community organizations to co-lead throughout the project, and 3) investing in technical
capacity building for end users of the AI systems.
By foregrounding the perspectives of community organization members, this work offers an

empirical understanding of the power asymmetries within AI4SG projects and where these power
differentials manifest. Drawing on our findings, we examine the wider social conditions that
generate increasing interest in AI4SG and call for stakeholders, especially funders and technology
teams, to shift focus from the tool (AI) to the social issues at hand. Lastly, we propose that technology
teams use data co-liberation [35] as a grounding principle for AI4SG funding and collaborations
moving forward, and we offer recommendations to enact the principle. Taken together, we urge
all AI4SG stakeholders to center and properly compensate community organizations for their
expertise, assets, and leadership, to support effective, inclusive, and ethical AI development.

2 RELATEDWORK
To situate our work, we draw on literature in CSCW, HCI, and ICTD on power dynamics in the
production of AI and data-driven systems intended for positive social impact. We also draw on
prior work on the relationship between social sector organizations, data, and data scientists. We
then describe the grounding theoretical framework Data Feminism [35] and how we apply the lens
in our work. To this body of work, we contribute insights into the motivations, needs, experiences,
and aspirations of community organization members involved in AI4SG partnerships.

2.1 Power Dynamics in Community-Based Research and AI Development
Prior research and workshops have reflected extensively on approaches to technology design
and implementation when working with communities outside of academic labs and industry
settings. Areas of work include participatory design (e.g. [19, 109, 110, 116, 128]), action research
(e.g. [49, 63]), and community-based research (e.g. [22, 29, 70, 121]). This work aims to engage
impacted communities in the design and research process, through various degrees of collaboration
and community leadership [30, 91, 114], but it also emphasizes tensions and power dynamics
that can arise in the process [18, 47, 72, 81, 99, 120]. For example, Erete et al. [39] emphasize that
researchers have more power in securing funding, designing methods, and disseminating research
outputs in community-based research projects. Recent work calls for contending with the historical
context of power [39, 46], letting go of control and rigid study structures [64, 119, 123], and finding
ways to meaningfully connect research and practice towards “informed practice” [61].

AI technology design introduces unique issues that further complicate community engagement.
AI4SG projects often require intensive data work [27, 108], as well as careful consideration of
differences in expertise and issues of transparency, especially in Global South contexts where many
AI4SG projects situate [83, 85] andwhere datamay bemore scarce. Prior work has started to examine
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power dynamics and uneven distribution of benefits among stakeholders in the development of
AI systems intended for social impact, as well as in user-centered applications more generally.
Stakeholders in such projects that have been studied include frontline workers with domain
expertise, dedicated data workers, and AI developers.

Research has highlighted the impact of misaligned incentives and constraints on frontline work-
ers, which contribute to AI developers blaming workers for poor quality data and devaluing their
range of contributions to AI development [97, 108]. Scholars call for crediting frontline workers’
contributions to AI systems [97], better supporting workers in enabling data quality [10], and
developing shared values and goals among stakeholders [56, 108]. Thakkar et al. [108] also suggest
that accountability for data quality be shared between AI developers and the community organi-
zations providing datasets (rather than individual workers), indicating the key role community
organizations can play in enabling ethical relations.
Other studies focus on the power dynamics imposed on data workers employed by companies

that generate and annotate datasets. Prior work has established how directives given to workers
and performance metrics prioritize managers’ and data requesters’ worldviews, and precarious
working conditions limit workers’ agency in interpreting data [78, 80]. Meanwhile, data annotators
do not get many opportunities for skilling [122]. Demonstrating how making power dynamics
visible can reshape AI development, Miceli et al. [79] argue that metrics for dataset quality should
account for power dynamics that affect the interpretation of data, while Kapania et al. [58] suggest
ways of preserving diversity in the data annotation process.

Prior work has focused on AI developers themselves, particularly in industry settings, and
the complexities they face in engaging end users. Studies have demonstrated how they require
more support in proactively engaging stakeholder needs [13], especially early in the ideation
process [125]. In Global South contexts, access to scarce data requires especially careful navigation
of community partnerships on account of the labor required to produce it [96]. When AI developers
do engage with stakeholders, prior work has found a reliance on brief consultation over involving
stakeholders in decision-making [30, 85], and engaging client organizations as proxies more than
actual end users [48]. Toolkits, frameworks, and auditing mechanisms have been created to help AI
developers responsibly build tools, but studies have found that factors such as conflicting values
within teams [115], profit motives [32], lack of context-specific guidance [33, 51, 52, 124], or lack
of prior experience [7] shape whether developers can successfully implement them.
The literature has also brought attention to larger beliefs around AI that contribute to its over-

stated authority and contributions [6, 12, 27, 42, 73, 84]. Studies in the Indian context, for example,
demonstrate the significant belief in AI authority over human institutions and reduced expectations
that AI systems be accountable to users [58, 93]. A number of studies have demonstrated how
“data-drivenness” is sometimes a veneer that invisibilizes the human labor that makes data-driven
systems work [31, 45, 87, 108]. This has resulted in work that seeks to re-center labor and care
in the production and maintenance of AI or data-driven systems [25, 43, 103]. Prior work also
points out the problematic practices underlying AI4SG initiatives, such as corporations equating
social good with data and AI [6, 27, 74], using social good applications to justify extractive data
practices [41], or pushing AI when there are more effective solutions [53, 90, 92].

We build on this body of work by honing in on community organizations’ role in AI4SG projects,
and the specific hurdles that AI technologies introduce to community-engaged research in this
context. Though other stakeholders, such as end beneficiaries, are also essential, collaborators
in community organizations often mediate between AI developers, frontline workers, and end
beneficiaries. This makes them crucial actors in the process of making AI development accountable
to their overall social mission. By centering community organization members’ perspectives on
AI4SG collaborations, we shed light on the potential role of their leadership in addressing barriers to
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ethical AI development. We also expand on how the optimism surrounding AI’s potential manifests
in partnerships.

2.2 Social Sector Organizations’ Relationships with Data and Data Scientists
Research has addressed social sector organizations specifically, such as government agencies,
non-profits, or activist groups, and their relationship with data and data scientists. Community
organizations engaged in AI4SG partnerships fall under this group of social sector organizations,
often characterized by a focus on a social mission, resource constraints, and reliance on external
expertise [16, 61].

A body of work has focused on social sector organizations’ internal data practices. Studies have
highlighted the unique focus of data work in social sectors compared to other sectors, including
the emphasis on care [127], collective responsibility [77], amplifying marginalized voices [28], and
mobilizing policymakers and funders [28], over surveillance, individualization, or profit. However,
prior work has also shown that social sector organizations are not well served by existing infrastruc-
tures for data [11, 17, 28, 31]. For example, available open data or big data may not be relevant or
accessible [126]. Power dynamics can also incentivize data collection and use with more powerful
stakeholders in mind (such as funders) [11, 16, 28, 40]. Still, prior work notes how, despite limited
resources, these organizations “tinker” with data [113], reconfigure databases and data representa-
tions [60, 118], and build alliances to achieve their goals [4], exemplifying their agency [76, 113].
Prior work emphasizes the importance of education, care, and partnerships to help social sector
organizations utilize data for social justice [98, 126], and other work suggests novel ways that
design can support data practices in domains such as human rights [3, 4], immigration [68], labor
organizing [60], food assistance [15], and charities [38]. While this work has established the power
dynamics that affect data practices, our work contributes an understanding of how power shapes
organizations’ approach to collaborations around AI and data-driven technologies.
Prior work has called for greater attention to these new collaborations emerging between

public, private, and social sector organizations as a result of the increasing desire to leverage
data for social good. Susha et al. [106] describes organizations’ motivations for sharing data,
including the need for resources, responsibility towards their social mission, and the desire to
learn from other sectors. Susha et al.’s literature survey [105] notes several challenges that arise
in collaborations on data-driven tools, including ambiguous data-sharing policies and ethical
guidelines, misaligned incentives and differences in organizational culture, and the complexity
of measuring impact and value. How collaborations develop is also dependent on positionality
within an organization [75]—actors in social sector organizations themselves may be incentivized to
prioritize the values of internal leadership and AI developers over community members [59]. Studies
offer recommendations for reconceptualizing collaborations between social sector organizations
and data scientists. Recommendations include building trust, aligning development with existing
data practices [3, 36, 57], and sharing expertise and financial resources [106]. Prior work also
advocates for acknowledging community organizations’ role in translating across stakeholders
[54, 102] and defining complex notions like fairness [56], viewing "errors" as an opportunity to
re-center overlooked expertise [71], and having brokers who can mediate strong collaborations
and actionable insights [3, 54].
Expanding upon the existing scholarship, our work contributes a situated understanding of

community organization members’ perspectives on AI4SG partnerships. By looking at the de-
velopment of collaborations over time, we highlight not just community organization members’
motivations to participate in AI4SG, but also how their expectations evolve and their aspirations
for future collaborations. This allows us to expand on factors that could better sustain successful
collaborations from the perspective of community organization members.
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2.3 Drawing on Data Feminism
Our research is grounded in the conceptual framework of Data Feminism presented by D’Ignazio
and Klein [35]. D’Ignazio and Klein [35] contend that power within the field of data science is
unevenly distributed, highlighting the disproportionate representation of those with technology
and engineering proficiency among those engaged in data science tasks. These dominant groups
are perceived as experts, and entrusted with decision-making authority over data [35], and this
influence can unintentionally exclude alternative viewpoints, especially those of marginalized
individuals and groups—a phenomenon termed the “privilege hazard” [35]. In response to these
challenges, D’Ignazio and Klein [35] propose seven guiding principles to illuminate power asym-
metries, confront injustices, and orient data science projects toward more inclusive outcomes: 1)
Examine Power, 2) Challenge Power, 3) Elevate Emotion and Embodiment, 4) Rethink Binaries
and Hierarchies, 5) Embrace Pluralism, 6) Consider Context, and 7) Make Labor Visible. Previous
research has applied the principles of Data Feminism across diverse domains, including advocacy
data work [28], data for non-profits [98], open data initiatives in disaster relief [88], feminicide data
analysis [104], textile design [65], and COVID-19 data in the U.S. [37]. More broadly, the CSCW
and HCI literature has actively embraced feminist theory to analyze technologies and their impact
on society (e.g., [1, 8, 9, 66]).
We used the Data Feminism framework in our study because of its applicability to AI4SG

settings, which emphasize collaborative engagements among multiple stakeholders with the goal of
developing data science solutions. Drawing inspiration from the first principle, Examine Power, we
discern power relations among AI4SG stakeholders, external influences shaping the objectives of
community organizations, and the extent to which these goals are reflected in the realized project
outcomes. In tandem, the fifth and seventh principles, Embrace Pluralism and Make Labor Visible,
have informed our second research question, focusing on the often-overlooked contributions and
labors of community organizations in the discourse around AI4SG. The fourth principle, Rethink
Binaries and Hierarchies, has guided our examination of the practical realities of AI4SG projects
on the ground, prompting an evaluation of whose priorities are accorded significance. Lastly, we
advocate for data co-liberation as the overarching objective for AI4SG partnerships, centering the
co-leadership of community organizations in data-driven projects.

3 METHODOLOGY
Our study aims to understand community partners’ perspectives on participation in AI4SG projects
and their contributions. Below, we detail our data collection and analysis approach, considering
limitations, authors’ positionality, and research ethics.

3.1 Recruitment and Participants
We collected a list of community organizations involved in AI4SG projects from publicly available
websites and reports, focusing on projects that were still ongoing or had already been completed.
We then emailed publicly available organizational email IDs for contacts of staff involved in the
projects who might be interested in participating in a one-hour Zoom interview. We offered a $25
Amazon gift card as compensation. Interested participants were asked to complete an online form to
provide informed consent and basic information, such as their role in the organization. We reached
out to 50 organizations in total and 14 of them responded. With additional snowball sampling [82],
we had a total of 16 participants and reached data saturation after around 12 interviews [86], where
further interviews added little new information.

Table 1 summarizes our participants’ basic information. They worked in various kinds of commu-
nity organizations, including non-profits, international organizations, and governmental agencies.
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Table 1. Participant Information

ID Location Org Type Partners Role Experience Project Domain
P01 India Independent Universities Domain expert 10+ years Agriculture
P02 Switzerland International Fixed-term Program Project Manager 10+ years Connectivity
P03 India Non-profit Universities Field Officer 5 - 10 years Agriculture
P04 Chile Governmental Fixed-term Program Project Manager 2 - 5 years Environment
P05 India Non-profit Universities Project Manager 2 - 5 years Public Health
P06 US International Volunteers Project Manager 10+ years Development
P07 US International Universities Domain Expert 10+ years Development
P08 India International Universities Domain Expert 2 - 5 years Environment
P09 US International Industry Domain Expert 10+ years Development
P10 Geneva International Industry, Universities Data Science Manager 5 - 10 years Refugees
P11 Colombia International Universities Project Manager 10+ years Development
P12 Kenya Non-Profit Universities Domain Expert 5 - 10 years Environment
P13 India Non-Profit Industry, Universities Project Manager 2 - 5 years Environment
P14 US International Industry, Universities Project Manager 2 - 5 years Democracy
P15 New Zealand Non-Profit Industry, Universities CTO 5 - 10 years Culture
P16 Germany Non-profit Universities Project Manager 2 - 5 years Public Health

Some occupied managerial roles like project manager and chief technology officer, while others
interfaced closely with the community as field officers, with experience ranging from two to more
than 10 years. In total, our participants represented 15 organizations, spanning across social do-
mains such as agriculture and public health. Organizations were headquartered around the world,
such as India, Switzerland, and Chile.

Participants represented 14 different AI4SG projects with various timelines, funding structures,
and partnership forming process. While many of them had worked on or were working on multiple
AI4SG projects, we focused on one specific AI4SG project in our interviews to get in-depth insights
into participants’ experiences. Participants were still encouraged to speak about their experiences
with other projects if desired. Two pairs of participants worked on the same AI4SG projects, each
occupying different roles (P01 as a field officer and P03 as a domain expert in one project; P08
as a domain expert and P13 as a project manager in another project). The projects all focused on
applying AI technologies, including machine learning models, image and video classification, and
large-language models. For example, one project built a machine learning algorithm estimating the
level of severity and relevance of incoming environmental complaints for government workers. The
collaboration was part of a summer program limited to three months. The community organization
applied to the program with a project idea in mind, and they were matched with a team of data
scientists and graduate students. Another project developed an algorithm predicting disruptions
in international trade due to natural disasters like hurricanes. This project was a longer-term
collaboration initiated by an external research institute.
Limitations. One limitation of our recruitment approach and subsequent sample was that

we likely ended up focusing on projects that had gotten enough publicity or had a strong online
presence, which may correlate with having more resources or more positive outcomes. Furthermore,
since we restricted our search to websites and reports that use English, we did not find projects
featured in other languages.

3.2 Semi-structured Interviews
Inspired by Charmaz [24]’s interviewing techniques, we asked open-ended questions and provided
ample space for participants to elaborate on their perspectives without imposing a strict interview
procedure. The first author conducted all interviews over Zoom. We used Zoom to generate
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transcripts automatically, and the first and third authors collaboratively reviewed the transcripts
and corrected any errors before the data analysis stage.

During interviews, participants were asked to describe the AI4SG projects they were involved in.
Then, the first author probed deeper into the specific aspects of their motivation in participation,
problem identification process, solution identification process, engagement with the AI4SG teams,
success evaluations, and their opinions on AI4SG as a field. Each interview lasted 55 to 65 minutes
and occurred between August and October 2023.

This study has been approved for exemption by Harvard’s IRB office under protocol # IRB23-1095
and the Brookings Institution. Participants’ informed consent was collected in two stages before
the interviews: when they registered interest with a Google form and right before we started the
interview over Zoom. They were informed of their voluntary involvement in the project, their
ability to opt out at any stage, and that they might be anonymously quoted in a research publication.
All data presented in this paper has been anonymized, and none of our participants chose to opt
out of the study.

3.3 Analysis
We used thematic analysis to analyze the transcripts, involving both inductive and deductive
components [20, 21]. Keeping our research questions in mind, which were inspired by the Data
Feminism framework, the authors collaboratively identified themes through an iterative process.
Three authors first independently coded one sample interview and then consolidated the codebook
over several meetings to determine the granularity and accuracy of codes. Then, the first author
coded all the rest of the transcripts using the same level of granularity. The second and third authors
each reviewed half of the transcripts. The first three authors then resolved disagreements and
finalized the codes over several meetings. The authors used NVivo for coding.

After reviews and discussions, we arrived at eight key themes: "intrinsic motivations for partici-
pation," "external factors prompted participation," "participants provided critical contributions for
success," "project outcomes fell short of expectations," "impact metrics misaligned with org goals,"
"orgs updated and diminished goals," "orgs saw diminished goals as valuable," and "partnership
aspirations." These categories prompted us to further engage with the framework of Data Feminism
in order to highlight power dynamics and often-overlooked perspectives in our findings.

3.4 Positionality
The interdisciplinary composition of the authors’ expertise and experiences shaped our approach to
the study. Collectively, the authors have 40+ years of experience studying and building technologies
in the social good space, including AI technologies. All authors live and are based in institutions
in the US but have conducted research across North America, Europe, Asia, Latin America, and
Africa. This shapes the perspectives we come from and are exposed to, but also sensitizes us to
differences in contexts across borders. The first author has several years of experience working as an
AI4SG practitioner in the domains of international development and environmental sustainability.
These experiences help her understand the capacities and limitations of AI technologies and the
constraints faced by AI developers. These experiences also motivated the research questions that
we asked in this work as she contended with tensions and challenges that arose from working with
community organizations.

4 FINDINGS
In what follows, we utilize the Data Feminism framework to structure our findings. Investigating
the first research question on community organization members’ motivations to participate in
AI4SG projects and the factors that influence their motivations, we examine and reveal power
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Fig. 1. Relationships among stakeholders in AI4SG partnerships. Icon made by GOWI fromwww.flaticon.com.

dynamics among AI4SG stakeholders (Figure 1). We then detail the critical (yet often overlooked)
infrastructural and intellectual contributions that community organization members provide to
the partnerships, addressing the second research question. We conclude with a depiction of the
realities of AI4SG initiatives on the ground and community organization members’ perspectives on
their outcomes over time, focusing on the third research question.

4.1 Power Dynamics and Factors Shaping Participation in AI4SG Projects
“Data Feminism begins by analyzing how power operates in the world today.” — Data
Feminism [35, p.47]

The first principle of Data Feminism—Examine Power—calls for a close look into data science
by whom, for whom, and with whose interests and goals in mind. In this section, we apply this
principle to analyze community organization members’ motivations and goals, revealing the power
dynamics among stakeholders in AI4SG projects, including the community organization members,
technology teams, funders, and the intended end beneficiaries. Overall, we found that community
organizations’ participation in AI4SG projects was heavily influenced by external factors, especially
funding agendas and broader beliefs about the potential of AI technologies. Offering a breakdown
of community organization members’ specific motivations and goals, we further show how internal
power relationships within the organizations influence individuals’ participation and perspectives
in AI4SG projects.

4.1.1 Influence of funding and belief in the promise of AI on AI4SG collaborations. The community
organizations in our study share the characteristics of a mission-driven organization: limited
resources, grant-driven financial models, impact measurement requirements, and reliance on
external technical expertise [16, 40, 61]. These factors contributed to the pervasive influence of
funders on community organizations’ involvement in AI4SG. Our interviews revealed various
funding sources, including government agencies (P15) and private companies offering grants for
AI4SG projects specifically (P06, P09). They determined, to a large extent, how partnerships were
formed, what problems were prioritized, what solutions were explored, and how long the project
lasted (cf. [16, 28, 94, 102]). For example, P09’s project involved building a language model to
analyze policy documents. Together with colleagues, they applied for a grant provided by a private
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technology company and submitted multiple ideas of problems that could be solved by AI-related
technologies. The technology company made the final decisions on which ideas to pursue, even
though they might not align with the community organization’s priorities:

“For [our organization], the other idea was a priority. But in the context of the interaction
with the [industry partner] on how to pick an idea, it was not prioritized in that way. We
had a number of ideas, and then it was the [industry partner] that sort of decided which
ones they would pick.” (P09)

Funding for AI4SG projects in our study was also often fixed within a short time frame, impacting
what the partnerships could realistically achieve and whom they benefit. In P09’s case, the grant
provided three months of technological support from a student research team. Because the grant
only lasted for three months, they had to constrain their ideas to ones feasible within that time
frame. The project resulted in a publication on the model the technology team built, but the model
was never implemented because the funding ended after three months. In another example, P08’s
project aimed to track bee activities in urban areas in India using computer vision techniques. The
project received a year’s funding, but it was not enough time to develop a workable model because
the particular task was so difficult. P08 emphasized that projects aiming to address complex social
issues “cannot be done in such a short duration.” In this case, short-term funding did not benefit
community organizations as much as it benefited researchers and students who were able to publish
about their models and research processes.
Funding also often constrained the product of collaborations to take the form of what funders

had in mind. As P09 acknowledged, while “there are many ways that you can solve the problem, [...]
it was all about what [the grant] was offering us at the time.” Some participants explicitly pointed out
how funders’ needs determined the project’s end product. For example, P06’s project on building a
humanitarian aid data platform was funded by an industry organization:

“There’s this perverse incentive of responding to the donor. There might be someone at a
foundation who loves the idea of this platform and really wants to see it built. [...] And we
end up building this platform for the funder with all the things the funder wants to see in
it.” (P06)

Importantly, P06 then stressed that the pressure to meet funders’ visions could result in a solution
that “never works in the field because no one else wants it in that way.”
Another overarching factor affecting the nature of AI4SG collaborations is the belief in the

promise of AI for social applications. For example, P01 worked with an academic research
team to build a machine learning model predicting crop market prices for farmer collectives in
India. Reflecting on the limitations of the machine learning model, they believed that AI4SG was in
“this hype phase” and “it is really difficult to separate reality from people’s wishes.” This hype factor
could influence community organizations both directly and indirectly. In the former case, many
participants pointed out an internal organizational incentive to adopt AI and other innovative
solutions to assist with impactful but time-consuming work. For example, P11’s project on building
an AI chatbot serving farmers was a direct response to their organization’s “constant reach for what
is new out there.” In the latter case, this hype factor affected funders’ beliefs in the potential of AI
and funding agendas, which then shaped AI4SG partnership priorities as described above.

4.1.2 Community organization members’ motivations and goals. Centering members of community
organizations in this wider context of constrained funding and the belief in the promise of AI, we
found a diverse range of motivations that prompted their participation in AI4SG. We broadly group
our participants into three categories–the Initiators, the Implementers, and the Strategists. Table 2
summarizes the three categories and their characteristics.
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Table 2. Breakdown of community organization members’ motivations and goals

Group Participants Characteristics Key Motivations Key Expectations
Group 1 P02, P04, P06, P11, The participants initiated the projects Specific technology needs Tangible products
The Initiators P12, P14, and P16 on their organizations’ behalf. Explore innovations Learning experiences

Group 2 P03, P05, The participants were brought into Fulfilling existing Reduce manual
The Implementers P09, and P13 the projects by their organizations. responsibilities workload

Group 3 P01, P07, P08, The participants were approached Maintain long-term partnerships Generate new ideas
The Strategists P10, and P15 by external technology teams. Boost funding credibility Publicity

Group 1: The Initiators
In the first group, participants initiated the projects on behalf of their organizations. They either

applied for fixed-term funding initiatives (P06, P11, P16), summer programs (P02, P04), or directly
hired technology contractors or companies (P12, P14) to fulfill their technology needs. They often
occupied managerial or analyst positions and could directly influence AI adoption and usage
decisions. We highlight two main motivations for their involvement in AI4SG projects.

First, they had a specific problem (and sometimes a specific solution) in mind, but needed
access to technology capacity not available internally. In P14’s case, they had a clear goal
in mind: to track misinformation and detect hate speech online with machine learning, and they
wanted deployable software that could be used by their end beneficiaries. After surveying different
partnership options, they hired a technology company to build the software. They thought hiring a
company would enable them to customize the software with maximum flexibility and autonomy. In
this partnership model, the expected outcomes were commonly tangible products in deployment.
For example, P04 “wanted to have something in production.” P06 initiated their project “with the goal
of eventually publishing a global public software.” P12 “expected at least some MVP [Minimum Viable
Product] of sorts” and that the team could “actually build something; otherwise, what’s the point?”

Second, many valued the exploration of innovations and interdisciplinary collaborations
for the long-term future of their organization and addressing social issues, often expressing a desire
to catch up with the private sector. This motivation was influenced by a larger organizational
incentive to adopt innovations (cf. [95]). As P06 stressed, “there is increasing skill and ability to use
data within humanitarian work in general, but we still lag behind the private sector, and that causes
more reason for collaboration.” Similarly, P14 “saw a lot of tools developed by the private sector that
would make a great impact” in their own domain. Many participants highlighted the value of the
learning process in pursuing innovative solutions, even if they might not be implemented in real
life. For example, P02 initiated a project to map regions of the world without internet connectivity
and applied to work with a summer program. The project resulted in a presentation on several
country-specific machine learning models. While these models were not deployed, P02 emphasized
the importance of “continuous learning” and “[engaging] in things that are new, that are slightly
outside our area but still connected to that.”

Group 2: The Implementers
In the second group, the interviewees themselves were not involved in the partnership formula-

tion stage, but they were brought into the projects as a part of their existing responsibilities. They
often occupied the position of field officers or domain experts, and they mediated between the end
beneficiaries, the technology team, and the management team of their organizations. They also
performed translation tasks to address technological barriers in local communities (cf. [102]).

While they might not have the agency to decide what problems to work on, several participants
expressed a general motivation to reduce existing their own manual workload by participating
in AI4SG projects. For example, P13 worked with a university team to develop an algorithm to
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classify bee dancing patterns, as an ecology expert in the project. They were excited by the potential
of AI to automate “most of the tedious tasks of watching hours of [bee dancing] videos.”

Given the internal power dynamics within community organizations, the views of individual staff
members may not represent the overall motivations and goals of the organizations (cf. [59, 75, 95]).
We also found that while some participants in this group expected the projects to be a learning
process, their organizations sometimes expected more concrete outcomes. In P09’s words:

“For me personally, it was an experiment. So it was mostly about having a proof of concept,
working with [the technology team] to show that this type of approach can help address the
issues that we did have. So my expectations were just at that level. Within the organization,
there were, I think, higher expectations that we would indeed have a turnkey solution. We
would have something where colleagues could upload the documents, press a button, and
it gives them the spreadsheets.” (P09)

Group 3: The Strategists
In the third group, neither the participants nor their organizations initiated the projects, but

they decided to participate when approached by external technology teams. For example, in P10’s
case, an academic research team “stumble[ed] upon our datasets on our platform” and approached
P10 to form a partnership using the datasets to answer a research question related to immigration
patterns. While the name “strategists” implies a high level of agency (which is true to some degree—
participants got to choose to participate or not), the external factors influencing their decisions to
participate were outside of their control. We highlight a couple of these factors below.

First, participants saw value in building and maintaining long-term relationships with external
technology teams. These relationships were valuable to them for access to a network of inter-
disciplinary stakeholders and for generating new ideas and future projects. Underlying
this motivation was a belief in the promise of AI technologies and an organizational incentive to
innovate, echoing the sentiment of the Initiators.

Second, participants were sometimes incentivized to partner with prestigious institutions to
boost their own credibility for funding opportunities. Our participants’ organizations often
needed to go through frequent funding applications (cf. [16]), and were under scrutiny for credibility
regarding technology innovations (cf. [39]. As P15 put it, “having someone, a well-respected scientist
from like Oxford or Cambridge, just name whatever is popular, definitely helps raise the profile.”

4.2 Community Organization Members’ Contributions and Labor
“Embracing pluralism in data science means valuing many perspectives and voices and do-
ing so at all stages of the process—from collection to cleaning to analysis to communication.”
— Data Feminism [35, p.130]

We apply Data Feminism’s fifth and seventh principles—Embrace Pluralism and Make Labor
Visible—to highlight and honor the (often overlooked) contributions and labor of community
partners. We found that participants provided critical data and access to the local communities–two
necessary conditions for project success. They also contributed intellectual efforts instrumental in
developing AI technologies, providing feedback on model development, system maintenance, and
research publications for technology teams.

4.2.1 Providing the necessary conditions for success. First, our participants provided access to
valuable data that was otherwise inaccessible. AI technology relies on data [122], and data
collection often entails extensive effort over a long period of time (e.g. [78, 80, 97]). For example,
P12’s project aimed to estimate grassland quality using remote sensing data. To provide training
data for the model, they “actually had to go measure grass [. . . ] and that was like a thousand data
points.” We additionally found that collecting such data had overhead beyond the collection itself.
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P02, for instance, shared that data collection could be “tricky” because they needed to collect
administrative data from multiple countries, each requiring a separate approval process.

Since many projects involved vulnerable populations like refugees, our participants emphasized
the importance of data privacy and the special handling of sensitive data so that they could be used
responsibly. Community organizationmembers were diligent aboutmeeting reporting requirements,
which were a form of data work that could be invisible to their technology partners. For example,
P16’s project aimed to estimate child malnutrition from images, and they provided “data [that] not
everyone can have” :

“To collect data, you need the ethical approval from the government, from the health
industry, we have done that. We’ve gone through the pain. It is basically expensive to
collect.” (P16)

Besides data collection, the data-sharing process entailed data cleaning and engineering work.
For example, P07 wrote data queries and shared code that cleans the data, so “[the technology
developers] don’t need to deal with this.” P11 also mentioned they “would work on all data crunching
and data mining during the week, and it is a lot of work that goes behind that.”
Second, our participants provided access to community platforms where technology

teams could implement their ideas. In a project on Indigenous language preservation, P15’s
organization worked closely with the local Indigenous communities and was able to provide “the
way in” for their university partners. As P15 emphasized,

“I think the key is what we bring to the relationship, and what we bring is a close connection
to the communities. It was essentially the holders of the data that these researchers wanted
to study. And they don’t have that. No academic institution has links back to the community
like a community organization.” (P15)

Working with local communities to implement tools took significant effort. Participants worked
to build trust in their communities, maintain meaningful connections even amidst the introduction
of technology, obtain buy-in from community members (P03, P05), explain what the projects were
about (P05), convert research findings into local implementation and field tests (P14), get feedback
from community members about the projects, and provide operational support on the ground
(P01, P03). For example, when testing out a phone-based AI system to provide maternal health
information to mothers, P05 shared:

“There’s a lot of apprehension among people to give phone numbers to subscribe to you,
because first of all, there were [scams] in these health programs. But then we had to talk
to people, get their trust in the program. [. . . ] That’s an extra effort that we have to do. We
thought that if we just roll [the AI solution] out people might respond and all, but then
that’s not the case. People don’t respond.” (P05)

In this case, P05’s “extra effort” in the local community was crucial for the local implementation of
the project.

4.2.2 Intellectual contributions to AI development. Our participants also provided both technical
and non-technical guidance throughout the projects. These intellectual contributions were crucial
for ensuring practical solutions in real-world situations. We highlight a few of them below.
First, our participants provided domain expertise and local knowledge that guided the

high-level direction of AI development. For example, in a project related to building a bee
activity map, P08 pointed out that “[the technology team] is not familiar with this landscape so we
had to clarify a lot of things” like “checking whether a forest is a forest, etc.” P02 also emphasized
that they “always remind [the technology team] that we need to keep that perspective of what is the
product that we want to deliver in the end and what is the purpose that product is going to serve.”
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In providing this high-level directional guidance, our participants made sure that the technology
team, who could otherwise often get “too much into the specifications in the technology” (P02), made
model choices that “are most relevant.”

Second, our participants also provided technical model evaluation and feedback. Several par-
ticipants in Group 1—the Initiators (Section 4.1.2)—in particular had a technical training background
themselves and gave specific guidance on model development. For example, when working with
a summer student team to develop a machine learning algorithm for prioritizing environmental
complaints, P04 shared:

“I always point out how the training was doing because the first time we met, they brought
very good metrics. I don’t know, like, an accuracy rate of more than 90%. So I was very
like, that sounds weird. Are we over-fitting? I feel like we are over-fitting. Like, because
the guys, again, they were brilliant really, but they never had experiences in real-world
machine learning modeling.” (P04)

Besides high-level strategic guidance and technical evaluation, our participants made other
intellectual contributions. For example, P09 and P13 played an active role in supporting research
publications and outputs. Furthermore, we found that all participants committed to regular and
frequent online and offline communication across interdisciplinary teams, with some often contribut-
ing to project management tasks (P10, P11, P12, P16), convening the right teams and stakeholders
(P07), and writing funding applications (P06, P15)—all of which require “lots of thinking” and “lots
and lots of time” (P02).

4.3 Shifting Expectations of AI4SG on the Ground
“What gets counted counts.” — Joni Seager cited in Data Feminism [35, p.97]

Data Feminism’s fourth principle calls for challenging binaries and hierarchies embedded in
counting and classification systems. What gets counted and measured shapes the priorities of
AI4SG projects and determines who benefits from them. In this section, we investigate what success
metrics got prioritized and whether the outcomes of AI4SG projects met the community organiza-
tions members’ goals. We found that AI4SG projects often fell short of community organizations’
expectations of deployment, and the success metrics prioritized by technology teams did not help
further community organizations’ goals. Despite initial disappointment, our participants still saw
diminished goals as valuable and recognized the competency of technology teams. Lastly, we share
participants’ aspirations for collaborations that would help avoid disappointment in the future.

4.3.1 Realities of AI4SG falling short of expectations. While many participants expressed optimism
about the potential of AI solutions, the actual outcomes of their projects often failed to meet
their initial expectations. The most prominent case was when the organizations initiated the
projects for a specific need and hoped for a “game-changer” solution (the Initiators, Section 4.1.2),
but there was no real-world deployment due to limiting factors like funding constraints. For example,
P12 partnered with an industry team to develop software for grassland quality estimation using
remote sensing data. However, they did not see the project come to deployment since the technical
support stopped after the funding ended after a year. Reflecting on the project, P12 shared that
while the partnership was “great for bouncing ideas back and forth,” it was “insufficient for actually
building anything of real substance.”
Besides funding constraints, incentive misalignment between community organizations and

academic or industry partners also contributed to community organizations’ goals not being
prioritized (cf. [61]). For example, P07’s organization partnered with universities and emphasized
that “[research labs] don’t deploy the solutions; they finish the paper, and that’s it, because their goal
is to research, so when research is done, most probably there is no continuity” (P07). This motivation
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to publish meant that projects were commonly evaluated by model performance or other standard
metrics for AI publications. While strong machine learning model performance led to publications
for AI teams and bolstered funding applications for community organizations, model accuracy did
not translate to other outcomes that community organizations also cared about. As P15 emphasized,
when working with a university partner on a language model specific to Indigenous languages,
publication was “not a priority for us.” They cared more about “what we are doing for the Indigenous
community” in terms of “how many [of them] are actually using the model that we’ve built.”. However,
in P15’s case, the partnership led to publications rather than the Indigenous community adopting
the model.

When working with private industry partners, our participants expressed frustration about the
tension between industry partners’ profit incentives and their own aspiration for public interest. For
example, when developing a model for predicting immigration patterns with an industry partner,
P10 shared that “it’s very, very difficult to work with private sector partners, because they have the
interest of selling the software to us, and we have the interest of tweaking whatever they have for serving
our needs.” In addition, working with the private sector often entailed “legal conundrums” that
prevented the social sector organizations from actually purchasing and deploying their products
when they intended to (P09, P10).

Reflecting resource constraints and the misalignment in incentives, only two out of the 14
projects resulted in real-world deployment (P11, P14). Among organizations that did reach
deployment, participants still saw project success not as model accuracy, but as what the tools
enabled them to do concretely. For example, P11’s project resulted in an AI chatbot that answered
requests for information from farmers and reduced the staff’s manual workload. P14 worked with
a software company to customize a platform for government agencies to detect misinformation
during elections. Again, metrics like model accuracy and publications were not central to their
conceptualization of impact.
Among participants who did not expect deployment, they were still disappointed when the

project duration was too short to solve their problems (P08), or there was a lack of engineering
support and training for the organizations’ staff who would interface with the tool (P12).

4.3.2 Seeing diminished goals as valuable. Despite initial disappointments, our participants ap-
peared forgiving and dynamically updated their expectations over the course of the projects. The
updated expectations were often diminished from the initial ones, such as changing from expecting
a tangible product to appreciating the learning process. In P06’s case, their initial stated goal was
to build a humanitarian aid data-sharing platform. They shared how their expectations changed as
the project progressed slower than they expected: “at that time, I would have thought that by now
we’d have a finished working platform. But it always takes longer than you think. And you always
learn a lot along the way.”
Other than emphasizing the learning process, our participants saw other byproducts from the

partnerships as valuable. In some cases, these byproducts were directly useful for addressing
the social problems at hand. For example, the process of developing the AI technologies helped
our participants further clarify the problem space. P04 pointed out that their short-term summer
project “gave us a better understanding of this big problem of the institution.” Other participants also
acknowledged that learnings from these projects could be translated into other projects.

In other cases, our participants valued the partnerships for other benefits not directly related to
the problems at hand. For example, P12 pointed out that “publicity” of the projects could help boost
their funding applications. P02 emphasized a “wow effect” from their organization’s leadership
when presenting high-performing models even though they were never deployed.
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4.3.3 Recognizing technology teams’ technical expertise. Despite the crucial intellectual contri-
butions that community organization members provided for the partnerships, our participants
continued to emphasize the technology teams’ technical expertise in various ways— both because it
genuinely contributed new skills, but also because they felt obligated to in order to obtain funding.

Incentivized to explore and adopt AI solutions, in tandem with limited internal technical capacity,
our participants had to rely on external technology teams (cf. [16]). Participants saw the technology
teams’ roles as instrumental because “they were really doing all the work that we couldn’t do.” (P02)
The emphasis on technology teams’ expertise was most prominent in the first and second groups
of participants—the Initiators and Implementers (Sections 4.1.2 and 4.1.2), where the participants
had a specific technology need.

Our participants’ perception of technology teams’ ability to secure funding also influenced how
likely they were to claim ownership and leadership over AI4SG projects. In applying for a grant
focusing on AI technologies together with a university team, P15 shared that because the university
team had a higher chance of securing funding historically, they questioned their own leadership in
the project:

“It builds into your psyche. [...] I had to go through my psyche of should our organization
lead this fund or should we put [our university partner] as a leader, because that would
give us a better chance; looking at the data and history, it’s usually them who get the
funding.” (P15)

This self-questioning impeded P15’s decision to put their organization’s name down as the leader
in the funding application and the project as a whole. In subsequent funding cycles, they were
even “forced to collaborate” with another organization to access funding, due to the funding
agency’s perception that the collaboration would improve project efficiencies (P15). However,
the collaboration eventually failed due to interest misalignment and the other organization’s
misunderstanding of the local contexts in which P15’s organization was situated.

4.3.4 “Come to us first”: Aspirations towards improved partnerships. Our participants speculated
that following their aspirations, described below, would help ensure ethical and successful AI4SG
partnerships. It is important to point out that all of these factors were present in the two projects
that resulted in successful deployment (P11, P14).

First, our participants preferred a relationship-first and need-driven approach to a partner-
ship where they would be brought in as co-thinkers in the ideation stage. Reflecting on various
AI4SG projects with different technology teams, P07 shared:

“So our dream is that before a research institute decides to do something, they come to us
first and ask ‘what do you need?’ Rather than ‘oh I need to use this tool so I need to work
with you.’ So hopefully in the future when we work with a research institute, they come to
us first and expect, okay, so we are going to research something. But let’s decide together
what it is.” (P07)

In both P11’s and P14’s cases, they had a tangible technology need and played an active and
collaborative role in determining the problems and solutions with their technology teams. They
also initiated the projects instead of being approached by technology teams.

Second, participants emphasized the importance of leadership of community organizations
in AI-driven projects–as P15 put it: “it’s important that we are the leaders of that—that we’re in
charge of how those technologies are developed and used.” Our participants often had a clear sense of
what might be successful and whether AI would be the right solution. For example, P07 saw AI as
“just part of the methods that we use” and emphasized that “AI will be used if it’s fit for purpose.” If AI
is used only because it fits the funders’ agenda or an organization’s desire for innovation without
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concrete evidence that it works, AI4SG projects risk overpromising what they can achieve. P14
emphasized the issue of just “having AI in the title” without considering its downstream impact:

“Often I think the most important thing is to have AI in the title and no one really cares
what it does down the line, and you just have a report of 300 pages. And it’s useful for no
one.” (P14)

Because of P14’s active involvement in the solution ideation stage, they were able to deploy their
solution and avoid just having “AI in the title.” The solution they deployed was a “simple” linear
regression model, instead of a “very high-end AI tool that needs the support of super trained analysts.”
Community organizations’ leadership could also help ensure the ethical development of AI

technologies for social applications. AI4SG projects often concern sensitive social issues that impact
real human beings. Our participants worked closely with local communities they served and could
provide important contextual knowledge to mitigate harm to the intended end beneficiaries. P10
made a strong case for community organizations’ leadership in problem formation and solution
development for ethical reasons:

“What I hate the most, and I’ve been working here for eight years, is when a company
comes and says ‘We would like to apply our product into refugees.’ And I was like, they’re
not guinea pigs. They’re human beings with dignity. No, no, don’t contact me until I
contact you. It’s unethical, you know, imposing a product or service or technology. They’re
not allowed for experimentation.” (P10)

In P11’s case, they were mindful of the potential harm of promising a solution to people in dire
situations without actually delivering help, such as in disaster relief:

“It’s a problem because we’re creating an expectation that we’re gonna save them and we
don’t know if we can. So if you set up a system that creates an expectation, you have to do
something. Otherwise, you can do more harm than good.” (P11)

Last but not least, our participants also emphasized the importance of internal capacity
building for the sustainability of the solution after the AI4SG projects end (cf. [114, 123]). For
example, as P11 demanded, “we wanted people to come to sit with us for meetings to give us training,”
because “when we do not incorporate a capacity strengthening element, the solution dies, because we
are not able to maintain it, so we are not able to sustain it over time.” Because of their insistence
on requesting training for staff, P11’s organization was able to maintain and operate the solution
themselves after their university partner left the project. Beyond project success, P05 also stressed
the training of staff and local communities as a “responsibility” of the technology teams:

“It is sort of a responsibility that everyone who deploys a certain technology to go that
extra mile and do a sort of tutoring of people, and telling them what [the AI solutions are]
really doing and how they can probably make the best use of the technology that’s been
given to them.” (P05)

5 DISCUSSION
Community organization members’ experiences and perspectives in AI4SG partnerships challenge
the prevalent narrative promising tangible AI solutions to complex social issues (e.g. [111]). Utilizing
the Data Feminism lens by D’Ignazio and Klein [35], our study uncovers power imbalances among
community organizations, technology teams, and funding agendas. Our findings contribute nuanced
insights into where power imbalances manifest in AI4SG collaborations over time, influencing 1)
community organizations’ motivations and project expectations, 2) project priorities, 3) project
evaluations, and 4) perceptions of technical expertise. These power dynamics, coupled with the
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enchantment of AI technologies, contributed to projects falling short of their deployment expecta-
tions. Despite community organization members finding value in diminished goals and extracting
other benefits from partnerships, they shared aspirations for factors that could improve the impact
of future partnerships: 1) adopting a relationship-first and need-driven approach, 2) ensuring that
community organizations can co-lead early on, and 3) investing in technology capacity building
for community organization staff.

Drawing on our findings, we first examine the wider social conditions that generate interest in
AI4SG and discuss their implications, calling for a shift of focus from the tool (AI) to the social
issues at hand. Following this, we discuss power imbalances in AI4SG partnerships and bring the
idea of data co-liberation [35] to bear on creating more equitable collaborations. Overall, we argue
that community organizations’ co-leadership is essential for fostering more effective, sustainable,
and ethically sound development of technology in social applications.

5.1 Rethinking AI4SG: From Tech-Centered to Community-Centered Approaches
The aspiration to employ AI to address complex social issues is not a recent phenomenon. Existing
literature connects AI4SG to prior “tech for good” waves labeled by different names [6]. Despite lim-
ited concrete evidence of social impact and benefits to intended end beneficiaries [47, 56, 90, 99, 117],
AI4SG initiatives continue to capture funders’, technology teams’, and community organizations’
attention due to the “charisma” [5], “magic” [73], and “enchantment” [23] of innovations like AI. In
our study, we see how this broader fascination with AI, whether among community organizations,
technical teams, or funding agendas, shaped AI4SG partnerships in various ways.

First, our participants (and their partners and funders) were driven to AI and technology innova-
tions, aspiring to keep pace with advancements in the private sector. However, as shown in our
findings, projects often did not deliver what the community organizations had hoped for, while
benefiting technology teams, like research labs, with publications and academic prestige. This
AI-centric approach succumbs to what is known as the “law of the instrument”, akin to a hammer
searching for a nail. When AI developers and funders exclusively offer AI solutions to organizations,
it pre-defines the scope of possibilities available and can lead to missed opportunities where simpler
solutions might have been more effective, as has been found in prior work as well [53, 90, 92].
Critical perspectives in ICTD have shown that a techno-centric approach without addressing larger
societal issues will not result in meaningful, sustained social impact (e.g. [5, 47, 99, 112]).

Second, even when projects fell short of expectations for deployment, community organization
collaborators’ recognition of AI developers’ expertise remained high and sustained over time. As
shown in P15’s case, this perception of expertise in technology teams could even reduce community
organization members’ tendency to take on leadership roles in projects (cf. [41]). We thus contribute
an understanding of how discourse around the promise of AI and technical expertise does not
just unduly increase expectations of their efficacy, but also has very real material impacts on
ownership of AI projects. This increases the urgency with which funders, technology teams, and
community organizations must actively combat the notion that AI experts are the only stakeholders
well-positioned to steward resources.

We argue that AI4SG stakeholders should take a reflexive stance and focus on the social issues
at hand, instead of AI, and invest in solutions with demonstrated effectiveness. Instead of “AI
for social good,” a more effective approach may be “social good with AI.” In particular, those
who hold the power of shaping funding agendas should consider shifting the focus of funding
from only innovative tools to also engaging with social sector organizations or the intended end
beneficiaries. For example, this could be accomplished by involving community organizations
in the funding design process and allowing them to define the priorities and success metrics of
funded projects. Furthermore, many participants in our study pointed out that their projects could
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not reach deployment because of the short-term nature of their funding. AI4SG funders should
consider extending typical funding timelines to acknowledge the complexity and difficulty of
aligning technology design with social problems. More broadly, future work in HCI and CSCW
could hone in on the power of funders and decision-makers and suggest ways to configure the
funding landscape (as suggested in prior work [44, 94]), in order to incentivize addressing the root
causes of social problems and engaging with impacted communities meaningfully.

5.2 Reorienting Power Dynamics in AI4SG Partnerships
First and foremost, funders’ agendas, as we examined, had a pervasive influence on AI4SG col-
laborations. They influenced how partnerships are formed, what problems get prioritized, what
solutions are explored, and how long the project lasts (cf. [39, 46]). Prior work also points out that
funders’ focus on quantitative measurements and data in the evaluation process could also shift
mission-driven organizations’ focus away from their social missions [16], community-building
efforts [102], and richer qualitative data [11, 17].

Our participants, especially the Strategists, who did not initiate the projects but were approached
by technology teams, were motivated by several external factors to participate. Notably, our
participants expressed a need to form partnerships with esteemed institutions, aiming to enhance
their organizations’ credibility to secure funding. Existing data-driven social partnership models
highlight social sector organizations’ need for resources or learning and responsibility towards a
social mission [105, 106]. To make external power imbalances in AI4SG partnerships explicit [79],
we suggest extending existing frameworks [105, 106] to include the power dependence factor, where
organizations are also incentivized to collaborate with external partners in response to the interests
and priorities of more influential stakeholders such as technology teams and funders.

Power imbalances were also evident in how projects were evaluated, with goals often reflecting
the priorities of technology teams, leading to community organizations’ goals being sidelined
(cf. [39, 61]). Technology teams tended to focus on the predictive accuracy of AI systems, which
did not always translate to tangible social impact for our participants (cf. [13, 16, 17, 56]). The
short-term focus of AI4SG projects further disadvantaged organizations working on complex issues
requiring long-term solutions. Additionally, power imbalances within organizations influenced
AI adoption, with those closer to the day-to-day implementation holding more realistic views
but having less influence on decision-making compared to those more removed from operational
realities (cf. [59, 95, 101]).
It is imperative to reorient relationships with community organizations to challenge power,

viewing them not merely as data collectors and annotators but as co-designers and decision-
makers [102]. In the subsequent section, we propose the concept of data co-liberation [35] as a
pathway forward.

5.3 A Way Forward: “Data Co-liberation” instead of “Data For Good"
Community organization members in our study demanded a relationship-first and community-
led approach to AI4SG projects. Our participants wanted technology teams to “come to us first”
and engage with them early, seeking their input before determining the problems to address
and the solutions to explore. The underlying rationale and advantage of centering community
organizations are clear—community organization collaborators help realize the promise of AI4SG
projects effectively and ethically.
Data co-liberation, as described by D’Ignazio and Klein [35], embraces pluralism of knowledge

and centers the leadership of community organizations and local communities. Beyond viewing
them as domain experts and assets [28, 78, 97] or making their labor visible [35, 87, 108], data co-
liberation requires viewing them as leaders and co-designers [35, 39, 46, 102]. By sharing agency and
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power (and money) with community partners, we can shift the focus from the tools to the problems
at hand, as well as aligning goals across stakeholders from the beginning [56]. Furthermore, as
demonstrated in our findings, community organization members provide critical infrastructural
and intellectual contributions, ensuring that AI solutions 1) work on the ground, 2) are ethically
developed and implemented, especially if they impact vulnerable populations, and 3) are sustainable
by emphasizing internal capacity building. Social sector organizations have the agency and capacity
to shape data-driven work to fit broader social missions [4, 60, 76, 113, 113, 118], and there are
many benefits of leveraging community organizations’ contextual knowledge and domain expertise
into the data project design [3, 36, 57]. Contrary to an implicit assumption of technology teams as
the “saviors” of “deficient” communities, data co-liberation recognizes and amplifies the existing
strengths within communities.
Aligned with existing literature on community-based research (e.g., [39, 46]), co-liberation also

means that technology teams actively acknowledge that they come to the table with significant
gaps in their knowledge and that there are structural barriers to long-term collaborations [70, 72].
Our interviews indicate that AI4SG technology teams often lack domain knowledge, contextual
understanding of the local communities where they are outsiders [64, 123], and familiarity with
participatory methods and community engagement guidelines [30, 114, 123]. As the dominant group
in data science, they are also subject to “privilege hazard” [35] that obstructs their understanding of
the lived experiences faced by marginalized groups. Co-liberation necessitates humility regarding
capacities of AI technologies, countering narratives that position technology teams as “saviors”
and challenging the overarching themes of techno-solutionism [27, 58, 99, 112]. Indeed, prior work
has highlighted the challenges that AI developers face when considering ethical guidelines and
engaging with user-centered design (e.g. [52, 115, 124]) and that AI developers desire more support
for the early stage of ideation and problem formulation [125]. Leveraging and compensating for
community organizations’ valuable knowledge and co-leadership is one crucial way to support
technology teams.
To facilitate concrete steps towards co-liberation in AI4SG initiatives, technology teams ought

to first meaningfully engage with existing community-based research and design guidelines
(e.g., [39, 114]) and consider toolkits (e.g., [2, 62]) that lay out a roadmap for centering community
organizations. For example, Unertl et al. [114] clearly lay out ten principles of community-based
research in health informatics, which are applicable to the AI4SG contexts. Principle 4—“Building
collaborative partnerships in all research phases. The community is not just included during data
collection, but rather is included from problem definition through results dissemination.”—is particu-
larly aligned with what our participants asked for [114, p.70]. The Atlanta Community Engagement
Playbook [2] serves as a strong example of a blueprint for meaningful community engagement, pro-
viding steps for service providers such as “listen and learn” from key members of the community to
get to know them, and “build capacity” in communities. Recent efforts connecting the participatory
design approach and AI4SG, such as Bondi et al.’s PACT framework [14] and Lee et al.’s WeBuildAI
framework [67] for collaborative algorithmic design are steps towards co-liberation.

Still, it is clear that the structural constraints that technology teams face in academia and industry
present challenges of adopting existing frameworks and toolkits [7, 32, 50, 115]. However, within
these constraints, we also see an opportunity for technology teams to think creatively about what
funding opportunities they could pursue and to leverage non-traditional funding structures to
enable more meaningful long-term engagement with community organizations [34, 39, 102]. Our
interviews reveal that AI4SG funding tends to end before the project can get to the deployment
stage due to the complexity of projects, and it privileges technology teams with more institutional
credibility. By actively choosing to reject applying for large grants in early stages of the work, the
Data Against Feminicide project was able to prioritize developing relationships with community

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 470. Publication date: November 2024.



“Come to us first”: Centering Community Organizations in Artificial Intelligence for Social Good Partnerships 470:21

partners [34]. As another example, Erete et al. [39] co-create funding materials and co-apply for
grants outside of academic funding sources with their community partner, so that there is no
official “leader” of their project nor requirements to disseminate their work in academic venues.
In both cases, the authors leverage their institutional privilege to distribute funding and power
to their community partners as an act of co-liberation. They also demonstrate that community
organizations’ contributions should be formally valued, and that we should avoid leveraging
community organizations’ expertise and labor without proper compensation and mutual benefits.

Overall, co-liberation emphasizes co-thinking, co-designing, and co-existing as people towards a
common goal. In arguing for community organizations’ co-leadership in AI4SG partnerships, we
are advocating for a relationship-first approach in AI development, where community organizations
are seen as people who are dedicated to addressing a social issue, co-thinkers to exchange ideas
with, and experts who should get credits for their ideas. Community organizations’ co-leadership is
not only essential for fostering more effective, sustainable, and ethical development of technology,
it is also important for building meaningful relationships among people.

6 CONCLUSION
Using Data Feminism [35] as a grounding framework, we investigated community organization
members’ perceptions and experiences with AI4SG partnerships. Drawing on 16 semi-structured
interviews with staff from community organizations collaborating on AI4SG projects, we reveal
power imbalances between community organizations, technology teams, and funders. These power
asymmetries influence community organization members’ motivations in participating in AI4SG,
what the projects prioritize, how they are evaluated, and eventually, the outcomes of projects.
Finding that most projects fell short of community organization members’ initial expectations,
we present their aspirations for success and more impactful partnerships, namely: 1) adopting
a relationship-centric approach by involving community organizations in the ideation stage, 2)
allowing community organizations to co-lead throughout the project, and 3) investing in technology
training for staff. We analyze how a belief in the promise of AI technologies and the cyclical nature
of waves of "tech for good" shape AI4SG collaborations. To ensure effective, ethical, and sustainable
collaborations on AI4SG projects, we advocate for data co-liberation as a grounding principle that
shifts power from the hands of the technology teams and other dominant groups to the hands of
community organizations and communities that AI4SG initiatives strive to serve.
In future work, we intend to investigate power relations among other AI4SG stakeholders,

especially funding bodies and intended end beneficiaries, whose perspectives are also important but
overlooked in the literature. We also see value in case studies of collaborations that have applied
the principles of data co-liberation, in order to connect the principles to practice.
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